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DIFFERENTIAL FLATNESS−BASED FORMATION FOLLOWING

OF A SIMULATED  AUTONOMOUS SMALL

GRAIN HARVESTING SYSTEM

Y. Hao,  B. Laxton,  E. R. Benson,  S. K. Agrawal

ABSTRACT. Researchers around the world have focused on autonomous agriculture with systems encompassing greenhouse,
orchard, field, and other applications. Research has shown the potential and ability of the technology to allow a vehicle or
selection of vehicles to follow a specified task. In this study, one aspect of the problem, that of operating a tractor−cart
combination in conjunction with a small−grain combine harvester, was investigated. The tractor−cart combination and
combine harvester application was selected because of the high fatigue and long duration aspects of the problem. Differential
flatness−based formation following was tested in software and robotic simulation. The software simulation was based on an
actual field track from a combine yield monitor and demonstrated the potential of the system. The robotic simulation used
two iRobot Magellan Pro robots in an indoor environment and demonstrated that the methodology could be implemented in
real time.

Keywords. Automatic control, Combine harvesters, Computer simulation, Farm machinery, Farm management, Model
validation, Modeling.

ver the last 100 years, agriculture has made signif-
icant advances. Revolutions in mechanization, in-
fotronics, and genomics have increased yields.
The combine harvester is a critical element in the

harvesting of important field crops in North America. Com-
bine size and capacity have increased to meet yield and man-
agement changes.

Research groups in the U.S. and internationally have
begun to develop robotic systems for agriculture (Reid, 2000;
Reid et al., 2000; Noguchi et al., 1997). The majority of the
projects have dealt with the development of robotic control
systems and navigation systems for individual agricultural
vehicles, primarily tractors. Tractors are used for a wide
variety of tasks, including tillage, planting, cultivation, and
harvest support. Researchers have begun to investigate
harvester guidance systems; however, the state of the art has
not reached that of tractor guidance systems (Callahan et al.,
1997; Fitzpatrick et al., 1997; Benson et al., 2001).
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In the field, harvesters operate in conjunction with one or
more grain carts. The grain cart travels from one or more
harvesters in the field to the road transport or grain storage
areas. Portions of the cart movement are done independently,
away from other vehicles. When transferring harvested grain,
the cart must synchronize its movement with the harvester.
The dimensions of the combine and cart require precision
operation of both vehicles. The continuous operation and
precision required for transfer are fatiguing.

The cart and harvester interactions are governed primarily
by the harvester. During harvest, the primary objective is to
harvest the maximum quantity at the highest quality with a
minimum of inputs (fuel, time, labor, etc.). To achieve the
maximum quantity in the minimum time, an overriding
objective is to keep the harvesters operating at maximum
effectiveness during the entire process. The grain cart has to
sequence its transfer and movement operations to prevent
any harvesters in the field from reaching capacity (forcing a
stoppage) before the cart can arrive. The cart has to select the
appropriate harvester, based on distance and time to fill,
locate the harvester using a combination of local and/or
global sensors, travel to the harvester, and travel in formation
with the harvester as grain is transferred. After completion of
the transfer, the cart is free to travel to other harvesters or
return to an in−field storage station (typically a tractor
trailer).

Current research has not concentrated on the cart and
harvester interactions. Portions of the grain cart, tractor, and
harvester interactions can be developed from formation
control of mobile robots (Hao et al., 2003; Guo and Parker,
2002; Fredslund and Matarsc, 2001; Balch and Arkin, 1998).
Algorithms for control and coordination of the harvester and
cart must account for the dynamic nature of the environment
in which they operate (Pledgie et al., 2002; Desai et al.,
1998). The control of a single robot with a trailer has been
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investigated extensively (Lamiraux and Laumond, 1998;
Sekhavat et al., 1997). Combining formation planning and
control of mobile robots with trailers is a challenging
problem.

OBJECTIVE

The objective of our research was to develop a robotic
simulation of agricultural vehicle formation and docking
strategies. Within that overall objective, two sub−objectives
were identified:

� Use differential flatness to plan the trajectory of a combine and
tractor with trailer formation.

� Simulate the combine and tractor with trailer formation using
both computational and robotic methods.

RESEARCH DESCRIPTION AND FRAMEWORK
The harvester and tractor combination can be thought of

as a formation of autonomous robots that need to maintain a
specified geometric relationship. Thus, we propose a practi-
cal framework for the on−line planning and control of
multiple mobile robots with trailers moving in groups. The
group is trailer−centered, must maintain some predetermined
geometric shape while moving, and is allowed to change
formation as necessary to negotiate through the environment.
The combine path dictates the path of the trailer to ensure a
collision−free path that will allow grain transfer. The path of
the trailer, in turn, dictates the required path of the tractor to
ensure that the trailer is in the optimal location at the correct
time.

Path planning based on graph search is typically discussed
in artificial intelligence literature, while trajectory optimiza-
tion is addressed in control literature. In most cases, path

planning and trajectory optimization are considered separate
research problems. The graph search method is suitable for
global path planning and can be implemented on−line. It will
generate a discrete path sequence and can be changed to a
smooth trajectory without considering system dynamics. The
optimization method gives optimal trajectory but is hard to
implement in real time when dimensions and constraints are
high. For this reason, optimization is normally performed
off−line. Differential flatness can be used to simplify the
solution of dynamic optimization problems. Differential
systems that exhibit the properties of differential flatness
were first studied by Fliess et al. (1995) and later summarized
by Sira−Ramírez and Agrawal (2004). The use of flatness−
based planning of groups of autonomous vehicles was
reported in scientific literature (Fossas et al., 2000; Ferreira
and Agrawal, 1999; Pledgie et al., 2002). Differentially flat
systems are well suited to problems requiring trajectory
generation. Since the outputs of a flat system completely
describe its behavior, the trajectory can be planned in output
space, and the inputs that will cause the system to follow this
trajectory can be calculated directly. The idea of differential
flatness will be used to plan and optimize local trajectories
for mobile robots with trailers. Figure 1 shows four−wheel
and two−wheel mobile robots pulling hitch−mounted and
kingpin−mounted trailers. Let us denote the coordinates of
the robot and the trailers by (x, y, θ), (x1, y1, θ1), ..., (xn, yn,
θn), respectively. In each case, the system is differentially flat
with the last trailer’s xn and yn as the linearizing outputs.

PLANNING  AND CONTROL
A flowchart for formation planning and control is shown

in figure 2. In this project, the combine operator was assumed

Figure 1. Four types of mobile robots with trailers: (a) four−wheel vehicle with a kingpin−mounted trailer, (b) two−wheel vehicle with a kingpin−
mounted trailer, (c) four−wheel vehicle with a hitch−mounted trailer, and (d) two−wheel vehicle with a hitch−mounted trailer.
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to provide the path, either from a GPS−based planting map
or from on−board sensors. The combine path was reduced to
a series of waypoints, and the trajectory generator produced
a continuous time trajectory for it. Then, according to the
trailers’ positions in the formation with respect to the com-
bine, the reference trajectories for trailers and real robots are
generated. If there is a possible collision in the computed tra-
jectories, the trailers’ and robots’ trajectories will be opti-
mized given the reachable area for the trailers if a solution
exists. Next, each robot tracks its own trajectory. Based on
trailer stability analysis (Lamiraux and Laumond, 1998), if
the robot tracks its reference trajectory well, the trailers at-
tached to the robot will also converge to their own reference
trajectories.

Robots obtain position feedback through onboard odome-
try readings. If the environment does not change and there are
no collisions between robots after trajectory optimization,
then the robots track their computed trajectories. Typical
changes could include detection of an obstacle, soft ground,
or other restrictions to movement. Operation in a changing
environment is described by Hao et al. (2003).

The last trailer of each robot chain has a predetermined
geometric relationship with respect to the leader. The
relationship defines the reference trajectory for the last trailer
based on the reference trajectory of the leader.

Figure 2. Flowchart for formation planning and control.

Trailer and follower trajectory generation uses the flatness
property of the system. For the formation group, the flat
output is the combine’s trajectory (xc, yc). Given the leader’s
trajectory, the last trailer’s nominal trajectory will be
determined geometrically. Other trailers and the follower
robot’s trajectories will be determined recursively. Although
collision−free trajectories for the combine and trailer can be
dictated by the choice of offset, the possibility exists of
collisions between the tractor and combine. These inter−
formation collisions can be accounted for if there is some
flexibility in the trailer’s trajectories.

In general, the problem scenario consists of multiple
vehicles moving as a group. Group G consists of N similar
units, and the dynamics of the ith unit is given by:

( )ii uxf ,=x
.

i , i = 1, ..., N (1)

Here, n
ix ℜ∈ denote the states, m

iu ℜ∈ are the inputs,
and f(⋅) is a smooth mapping from its arguments. Trajectory
planning for such a group consists of finding trajectories,
which over a time horizon [t0, tf] satisfy the dynamic equation
(eq. 1) given the inequality constraints shown in equations 2
and 3 and minimizing a cost criterion shown in equation 4:

( ) gn
N gtxxg ℜ∈≤ ,0,,...,1 (2)

( ) cn
NN ctuuxxc ℜ∈≤ ,0,,...,,,..., 11 (3)

( ) ( )[ ]
( )∫+

Φ=
f

o

t

t
NN

ffNf

dttuuxxL

ttxtxJ

,,...,,,...,

,,...,min

11

1

(4)

The inequality constraints involving configuration vari-
ables of the units in equation 2 have a well−defined structure
that comes from the organization of the group and the
geometry of the formation. For this reason, they are
distinguished from other inequality constraints on states
and/or inputs in equation 3 and are considered configuration
constraints. For example, during grain transfer, the combine
and trailer need to stay within a minimum (collision) and
maximum (failure to transfer) distance. Such constraints fall
within the category of equation 2.

This trajectory optimization problem involves finding
N(n + m) state and input trajectories in the presence of ng +
nc inequality constraints, while satisfying Nn state equations
and given terminal constraints. The solution of such an
optimization problem is known to be computationally
demanding. In order to make this problem computationally
more tractable and potentially solvable in close to real−time,
the problem can be posed as multiple suboptimal problems
that give some fixed forms and discretize the original
continuous problem. If the resolution is small enough, the
solution will be acceptable. Specifically, consider one tractor
with a trailer, shown in figure 1a, that follows a combine time
interval [t0, tf]. Let xc and yc denote the combine’s x and y
trajectories in global coordinates, respectively. The heading
angle (θc) can be calculated as follows:
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Next, the trailer’s nominal trajectories (xtn, ytn) can be
obtained by:

( ) ( )ccctn dydxxx θ×−θ×+= sincos (6)

( ) ( )ccctn dydxyy θ×+θ×+= cossin (7)

where dx and dy denote the trailer local position relative to
the leader robot in the formation. Given flexibility in the
trailer ’s motion, we can specify a circle around its nominal
trajectory. A maximum permitted deviation distance (R) can
be defined, in this case based on the dimensions of the grain
cart. A suitable choice for the trajectory is polynomial such
as ∆x = a0 + a1t + a2t2 + a3t3 + a4t4 ... for the x trajectory and
∆y = b0 + b1t + b2t2 + b3t3 + b4t4 ... for the y trajectory. Any
number of polynomials can serve as a valid trajectory;
however, the relative computation cost and performance
need to be compared. The coefficients a0, a1, a2, ... and b0,
b1, b2, ... are parameters, which in this project were
calculated using the CFSQP software package. Thus, the
trailer ’s trajectory (xt, yt) is given as:

( ) ( )cctnt yxxx θ×∆−θ×∆+= sincos (8)

( ) ( )cctnt yxyy θ×∆+θ×∆+= cossin (9)

The trailer’s angle (θt) can be calculated as well:


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The tractor pulls the trailer through the required trajectory.
The tractor’s trajectory (xp, yp) can be computed by:

( )ttp lxx θ×+= cos (11)

( )ttp lyy θ×+= sin (12)

where l is the distance between the midpoint of the tractor
rear wheels and trailer wheels.

The cost function is aimed to minimize the trailer’s
deviation from the nominal trajectory while ensuring that the
no−collision requirement is met. In order to optimize in
real−time, a finite discrete set (S) must be used. For example,

a uniform discretization is 
n

tt
it

f
o

0−
+ , where i = 0 ... n.

Each vehicle in the formation was reduced to a series of
circular constraint points (fig. 3a). For the tractor and
combine, multiple constraint points were used to dictate the
desired behavior and avoid collisions. Each constraint point
included x and y coordinates and a radius of conformity. For
collision avoidance, the radius was specified as a distance
that other vehicles could not operate within. For grain
transfer, the radius was specified as a distance that the
combine discharge auger had to remain within. The radius
constraints were dictated by vehicle geometry. For example,
the combine was reduced to circular constraint points located
at body center and at each end of the head. The circular
constraint point that was centered on the combine body
encircled the entire combine body. Circular constraint points
were located at the outer edges of the head with a diameter
equal to the width of the head. To avoid collision, the
combine constraint points could not be located inside any
other vehicle’s constraint points. On satisfying the
constraints at the discrete points, the optimization problem
becomes:

(a) (b)

Figure 3. (a) Vehicle constraint points and (b) simulation dimensions.
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where ψ is the tractor front wheel angle, β is the tractor−trail-
er angle, dij  is the safe distance between circle i and circle j,
M and N are the approximation circle sets for the tractor and
combine, respectively, and subscripts pi and cj denote the
tractor and combine, respectively.

Given the desired optimized trajectory, a tracking control-
ler was developed to ensure that the tractor correctly
followed the correct trajectory. According to the proof given
by Lamiraux and Laumond (1998), if the reference angle
between the trailer and the tractor is inside [−π/2, π/2] and the
tractor tracks its reference trajectory well during forward
motion, then its trailer will also converge to its own reference
trajectory. The lead vehicle (combine) dictates the path of the
trailer; the path of the trailer in turn dictates the required path
of the tractor to achieve the desired trailer trajectory. The
computational  process reverses the standard driving model in
which the tractor dictates the trailer path.

The equations of motion for a rear wheel drive vehicle are
governed as shown by equations 14 to 17:

( )iiu θ= cos1x
.

i (14)

( )iiu θ= sin1y
.

i (15)

( )i
i

l

u ψ= tan1�
.

i (16)

iu2=�
.
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where (xi , yi) is the Cartesian location of the center of its rear
wheels, θi  is the heading angle between the body axis and the
horizontal axis, and ψi  represents the steering angle with
respect to the vehicle body. The distance between the
location (xi , yi) and the midpoint of the steering wheels is
denoted by li , u1i  corresponds to the translational velocity of
the rear wheels of the vehicle, and u2i  corresponds to the
velocity of the angle of the steering wheels.

The kinematic model presented in equations 14 to 17 of a
rear wheel drive vehicle is differentially flat with the flat

outputs given by (xi , yi), i.e., all system variables can be dif-
ferentially parameterized solely in terms of xi  and yi  and a fi-
nite number of their time derivatives:

xi = xi (18)

yi = yi (19)
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where
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The condition shown in equation 25 should hold for the
planned trajectory xi  and yi , and then the control as well as
state parameterizations are invertible:

0≠x
.

�
2

i � y
.

�
2

i (25)

In the combine−tractor−trailer system, the flat output is
the combine’s reference trajectory (xc, yc).

In the experiment, the mobile robot shown in figure 1b has
two coaxial powered wheels and a passive supporting caster
wheel. The robots used in the experimental validation of the
formation−following algorithm are differential drive and are
governed as shown by equations 26 to 28. Both four−wheel
and two−wheel vehicles with trailers are differentially flat.
The required inputs to drive the pulling vehicle in a trailer set
are calculated from the required states of the last trailer in the
set for a differentially flat system:

( )iiu θ= cos1x
.

� i (26)

( )iiu θ= sin1y
.

� i (27)

iu2=�
.

� i (28)

where (xi , yi) denotes the position of the center of the axle
with respect to the inertial frame, and θi  denotes the
orientation of the vehicle in the inertial frame. The inputs to
the controller are u1i  and u2i , which are the translational
velocity and the rotation velocity of the robot, respectively.
The actual front wheel angle (ψ) shown in figure 3a will be
software−constrained, as shown in equation 29:
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Corrective strategies are required to keep the vehicles on
the trajectories. The tracking controller from Samson and
Ait−Abderrahim (1991) was used here. If (xr, yr, θr) are the
coordinates of the reference robot in the frame of the real

robot, and if (
0
1iu ,  

0
2iu ) are the inputs of the reference

trajectory and (xir , yir ) are the robot reference trajectory in
global coordinates, then this control law has the following
expressions:
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where k1, k2, and k3 are positive numbers and
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MATERIALS  AND METHODS
The formation planning and control concept described in

the preceding section was tested both in software and robotic
simulation. The robotic simulation was performed using two
differential−drive mobile robots (Magellan Pro, iRobot
Corp., Burlington, Mass.) (fig. 4), one of which had a trailer
attached to it. One robot was designated as the leader
(combine), and the second robot was designated as a tractor.
A scratch−built trailer was attached to the tractor robot, with
the vertical axis of the hitch passing through the midpoint of
the drive axle. A 10 kΩ potentiometer was installed on the
kingpin of the trailer. A 12−bit data acquisition card
(PCI−6024E, National Instruments, Austin, Texas) was used
to process the signal from the potentiometer, providing the
relative direction (β) of the trailer with respect to the
direction of the tractor. Each robot has an on−board PC
consisting of an EBX motherboard and a Pentium III
processor. The robots operate under the Linux operating
system and their software integrates sensor and communica-
tion data. The robots communicate through wireless Ethernet
capable of transmitting data up to 3 Mb per second.

Translational and rotational velocity controllers are used
to reposition each robot. MATLAB/C++/JAVA are used as
the computational engine for decision making, control, and
graphical display. A version of the CFSQP optimization
program was used (Lawrence et al., 2002). In the experiment,
the optimization computation time was 0.9 s (1.11 Hz). There
were eight parameters to optimize, and the path was
discretized into 100 points. The parameters are calculated
first and if there are no changes in the environment, then the

Figure 4. iRobot Magellan Pro robots were used to physically simulate the
combine and tractor.

parameters are held constant. Control commands are sent out
every 0.144 s (6.94 Hz).

The purpose of the experiment was to show that these
algorithms work in real−time for trajectory generation,
optimization,  and sensor updating in a dynamic environment.
A block diagram of the computational procedure is shown in
figure 5. Our experiment consisted of a leader robot
(combine) and a follower robot−trailer combination (tractor
and cart).

RESULTS AND DISCUSSION
A sample agricultural setting was simulated both in

software and using the experimental hardware. Simulation
dimensions were established to mimic typical agricultural
vehicles (fig. 3b). The vehicle dimensions were scaled to
10% for the simulations. Vehicle dimensions selected for the
simulation modeled a John Deere 8120 MFD tractor pulling
a J&M 1075 cart and a John Deere 9650 STS combine with
a 30 ft grain platform. The dimensions used represent typical
agricultural  vehicles, not detailed models of any specific
vehicle.

A yield monitor track from a similar combine operating in
Kansas wheat under typical conditions was used to provide
a pathway for the simulation (fig. 6a). Any yield monitor
track could be used to provide a valid combine path for
simulation. The 2−D simulation was performed on a subset
of the pathway (fig. 6b). The subset selected represents one
finishing pass of the combine, and grain transfer would
typically occur after completion of the finishing pass. The
path selected, however, includes greater turning motion than
typical for grain transfer. A subset of the pathway was used
to simplify simulation and ease evaluation; however, the
entire pathway could also be simulated.

Figure 5. Formation planning and tracking control.
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(a)

   

(b)

Figure 6. Combine and tractor/grain cart pathways were simulated on a portion of an actual combine pathway: (a) entire field pathway, as generated
from the combine yield monitor, and (b) combine pathway for the simulated region.

The formation−following ability was modeled in C/C++,
and the data were processed in Mathworks MATLAB. The
simulation checked for collisions between all objects and angle
constraints at each time step in the simulation. In the event of
violation, the optimization routine developed a new, collision−
free pathway. For the path and vehicle dimensions used in the
simulation, the trailer’s nominal trajectory would cause colli-
sions between the tractor and the combine, as shown in figure
7a. After optimization, ∆x = 0 and ∆y = 1 ensured no collisions,
as shown in figure 7b. The algorithm was able to develop an
optimal path to ensure a collision−free trajectory, reasonable
rotation angles, and that the combine discharge auger was
within the cart for the entire pathway. Snapshots of the vehicle
positions are shown in figures 7a and 7b.

The optimization considered multiple vehicle constraints.
Vehicle constraints included: (1) ensuring no collisions,
(2) maximum possible steering angles of ±π/3, and (3)maxi-
mum trailer hitch angles of ±π/3. As shown in figure 8a, the
auger to trailer center distance was well within the 2.5 m
radius specified by the trailer dimensions (5 × 5 m),
indicating that the auger remained inside the trailer for the

entire simulation. A time history of the trailer hitch angle is
shown in figure 8b.

The simulation demonstrated that the formation−follow-
ing algorithm was valid for typical combine paths. The
kinematic software simulation did not, however, include
vehicle dynamics in the model. Two−wheel and four−wheel
vehicles with kingpin−mounted or hitch−mounted trailers
(fig. 1) all exhibit the property of differential flatness. The
specific derivations of the vehicle model vary based on hitch
and vehicle type; however, all four cases remain differential-
ly flat. The property of differential flatness allows the
positions of the tow vehicle to be calculated from the position
of the final trailer in the sequence. Because both the
four−wheel and two−wheel case are differentially flat and
exhibit parallel models, a robotic simulation using two−
wheel vehicles is a valid method of testing the use of
differential flatness in formation following.

Differential flatness is the key element that links the
different trailer types. Whether hitch−mounted or kingpin−
mounted, the entire system is differentially flat. This
differential flatness property is used in the research presented
to plan and control the motion of the vehicles. Changing

(a)
   

(b)

Figure 7. Snapshot sequences in the simulation, showing the positions of the combine, tractor, and trailer during the simulation: (a) pre−optimization
and (b) post−optimization.
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(a)

   

(b)

Figure 8. Vehicle constraint plots: (a) auger to trailer center distance and (b) trailer hitch angle.

Figure 9. Sample image from the robotic simulation.

between hitch−mounted and kingpin−mounted trailers changes
the specific derivation, but not the conclusions presented.

After simulating the algorithm in C/C++ and MATLAB,
iRobot Magellan Pro robots were used to test the concept.
The combine discharge auger, header, and trailer were added
to the two Magellan Pro robots to better simulate the agricul-
tural system. The dimensions of the physical simulation were
approximately 10% of the real−world system. The combine
path was arbitrary and sized to fit the available space within
the lab. A sample image from the robotic simulation is shown

in figure 9. Pre−optimization and post−optimization refer-
ence trajectories are shown in figure 10a. The optimized ref-
erence and actual robot trajectories are shown in figure 10b.
Videos of the robotic simulation are available at: http://mech-
sys4.me.udel.edu.

The initial conditions at time t = 0 were chosen as xc = 0,
yc = 0, θc = 1.06, xt = −0.68, yt = −0.19, θt = 1.22, xp = −0.48,
yp = 0.35, θp = 1.12. All positions are given in meters, and all
angles are in radians. After optimization, the coefficients of
the deviation distance (R) were generated: a0 = 0.000, a1 =
−3.075 × 10−2, a2 = 2.777 × 10−3, a3 = 8.329 × 10−5, a4 = 7.460
× 10−7, b0 = 0.000, b1 = −8.401 × 10−3, b2 = −6.164 × 10−5,
b3 = 1.427 × 10−5, and b4 = −2.295 × 10−7. The feedback gains
determine the convergence and were experimentally deter-
mined as k1 = k2 = k3 = 0.5. The mean error between the
reference and actual trajectories is listed in table 1. As shown
in figure 10b, the actual robot trajectories closely followed
the reference trajectories.

From the results of this experiment, it is clear that the
algorithms are feasible to implement real−time responsive
behavior with currently available hardware.

Differences exist between the software simulation, robot-
ic simulation, and physical implementation. The software
simulation shows that differential flatness−based formation
following is a valid approach for typical agricultural vehicles

(a)

   

(b)

Figure 10. Combine, tractor, and trailer trajectories: (a) pre−optimization and post−optimization reference trajectories, and (b) reference and actual
robot trajectories.
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Table 1. Mean error in x and y coordinates.
Coordinate Combine Trailer Tractor

x 0.24% 1.30% 1.65%
y 0.50% 0.75% 0.77%

and vehicle motions. The robotic simulation illustrates that
differential flatness−based formation following can be im-
plemented in real−time in a laboratory setting. Key differ-
ences exist between four−wheel agricultural vehicles and
two−wheel laboratory robots. Agricultural vehicles operate
in an outdoor, changing environment, while the simulation
was demonstrated in a controlled laboratory situation. Simu-
lations, however, can be performed at a fraction of the cost,
during any season, and with little chance of injury to the par-
ticipants. Simulations have been documented as acceptable
means of algorithm development for most fields. A key goal
for future research will be to implement the system devel-
oped with outdoor vehicles under more typical agricultural
conditions.

CONCLUSION
Researchers around the world have developed individual

robotic vehicles for agriculture. The interface or coordina-
tion of fleets of agricultural robotic vehicles has not been
extensively investigated. In this project, the movement of a
combine and tractor−cart combination was modeled. The
tractor−cart combination and combine harvester application
was selected because of the high fatigue and long duration
aspects of the problem. Two−wheel and four−wheel vehicles
with hitch−mounted or kingpin−mounted trailers are differ-
entially flat, which allows the required inputs for the pulling
vehicle to be calculated from the desired positions of the last
trailer in the sequence. An optimization procedure was
developed to create an appropriate path to satisfy perfor-
mance objectives and constraints. The algorithm was vali-
dated through computer simulations and iRobot Magellan
Pro robots. In both cases, an agricultural combine served as
the lead vehicle, while a tractor pulling a grain cart
maintained an optimal distance for grain transfer. The
software simulation was based on the yield monitor track
from an actual field and demonstrated the validity of using
differential flatness−based formation planning for agricultur-
al vehicles. The robotic simulation demonstrated that
formation following could be performed in real−time with an
arbitrary path.
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